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General formulation AON:
%"‘3 .b§
. %W‘Tﬁh\"&ﬁ
Min/Max f(X) Where X = [xq1, X5, X3, ., X5 )T
Subject to giX)=0 j=123,..,m

This is the minimum point of the function

Now this is not the minimum point of the
constrained function

This is the new minimum point

gX)=0
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Consider a two variable problem AON:

Min/Max
f 1, x2) Take total derivative of the function at (x1, x;)

Subjectto  g(xy,x,) =0 _9f of . _
df o, dxq + o, dx, =0
g(xy,%,) = 0 If (x4, x,) is the solution of the constrained

problem, then

g(xl' x2) =0

Now any variation dx; and dx, is admissible
a} only when

)

g(x; +dxq,x5 +dx,) =0
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Consider a two variable problem

g(x; +dxq,x5 +dx,) =0

Min/Max fxg,x5)
This can be expanded as
0

Subject to glx,x,) =0
g(x; +dxq,xy +dxy) = g(x ,x2)+ag(ax1’x2) dx; + ag(axl'xZ) dx,
g(x1,x2) =0 & *2
ag ag
dg = —d —dx, =0
g dxq it d0xo *2
99

\ dxz = —aa—);l dx1
) 3%,
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Consider a two variable problem

Min/Max fxg,x5)
Subject to glx,x,) =0
g(xy,x3) =0

=
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dXz — __1dx1 % g

ag % .t;
ax, i
af af
Puttingin  df = a—xldx1 + a—xzdxz =
0g
of of Dy
df a—xl 1 — a—xza—_g dx1 0
dx,
dof dg Of dg
- dx1 — O
dx; 0x, 0x50xq
af dg df dg\
0x,0x, 0xy0x,)

This is the necessary condition for optimality for
optimization problem with equality constraints
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Lagrange Multipliers

Min/Max fxg,x5)

Subject to glx,x,) =0

We have already obtained the condition that

99 af
5_f_a_f_ax1 =0 a_f_ ax, | 99
0 dx, 99 :: : ag

X1 X5 57 dx1 s 0x4
of
.. 7
By defining 1= _aigz We have

ox,
We can also
write
Also put
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Of 1199 _ "]
6x1+/16x1 _O

9f L 409 _ —
6x2+/16x2 _0
g(xl'x2)=0 _
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Lagrange Multipliers

Let us define

L(xl)XZJ){) — f(xl)xZ) + Ag(lexZ)

By applying necessary condition of optimality, we can obtain

dL d d
Y 99
0x; 0xq 0x4

oL  of _ dg

d0x, N dx, + /10_352
dL
azg(xler) =0
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Necessary conditions for optimality
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Lagrange Multipliers

Sufficient condition for optimality of the Lagrange function can be
written as

L(xl)XZJA) — f(xl)xZ) + Ag(lexZ)

0%L 0%L 0%L " 0L 02L  dg]
dx;0xqy 0x{0x, 0x,0A4 0x10x; 0x10x, 0Jxq

- d%L 9%L 9%L = 0%L 0’L  dg
0x,0x; 0x,0x, 0x,01 0x,0x; 0x,0x, 0Xx,

0L %L  0%L ag 99
| 9A0x; 0Adx, OO | | 0xq 0x |

If H is positive definite , the optimal solution is a minimum point
If H is negative definite , the optimal solution is a maximum point
Else it is neither minima nor maxima
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Lagrange Multipliers f‘q%
%) ®:
0y ® JO&TE‘WT,.;MO"“SJF
Necessary conditions for general problem
Min/Max fX) Where X = [xq, Xy, X3, o) X0 |7
Subject to gjX) =0 j=123,...m

L(x1, X2, s Xy A1, A2, A3 oo, Ay) = F(X) + 4191 (X) + A292(X), o, A Gm (X)

Necessary conditions

oL af z 0g;
T ox;
dL

a—/1j=gj(X) =0
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Lagrange Multipliers

Sufficient condition for general problem

The hessian matrix is

921
931

LIm1
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912
922
932

Im2

g1 921
912 Y22
Jdin Yin
0 0
0
0

Im1’

Im2

gmn
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Lagrange Multipliers f‘q%

@;
% &
Min/Max £ Where X = [x1, Xz, X3, ., %] Further db—dg=0 e

Subject to gX)=bor, b-—gX)=0 db =dg = E ,3x; —dx;

Applying necessary conditions

ﬂ — Aa—g Where,i = 1,2,3,...,n
0x; d0x;

d
b—g= db Tf
9f

dg dx; J af
ox; A There may be three conditions db
A7>0 df = Adb
17<0
A7=0
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Multivariable problem with inequality constraints

Minimize fX) Where X = [x1, X3, X3, oo, X5 ]!
Subject to giX)<o0 j=123,..,m
We can write giX)+yf =0

Thus the problem can be written as

Minimize (X

Subject to Gi(X,Y)=g;(X)+y/ =0

Where Y= [y, V2, V3, eoor Vi) "
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j=123,..,m
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Multivariable problem with inequality constraints

Minimize (X Where X = [xq, X3, X3, .., X |7

Subject to GiX,Y)=g;X)+y; =0 j=123,..,m
The Lagrange function can be written as
LY, ) = FO0 + ) AG(KY)
j=1
The necessary conditions of optimality can be written as

m
AL(X,Y, 1) df(X agi(X)

axi B axi - J axi
j=1
oL(X,Y, A
o7,
JL(X,)Y,A) -
ayj :2)[]}}]:0 ] = 1;2;31 e, M
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Multivariable problem with inequality constraints

From equation OLEYD _ 22,y,=0
a_')/j
Either =0 or, ;=0

|f /1]-= 0, the constraint is not active, hence can be ignored

If y;=0, the constraint is active, hence have to consider

Now, consider all the active constraints,
Say set J; is the active constraints
And set /, is the active constraints

The optimality condition can be written as

af (X) dg;j(X)
/ +z/1j =0 i=123..,n
6xi . axi
J€J1
€
gj(X) — 0 JASHA
J €J>

giX)+y7 =0
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Multivariable problem with inequality constraints

L

ypull »
L 4
b‘ffﬂhgti _.g_@‘ﬁd’

af 091 a9, dg3 d9p ¢
—— =1 A A ces A = 1,2,3, , O&"'E‘wrg.;hnﬂ"ﬁ
Ox; 16xi+26xi+30xl+ +p6xl l "
faf/ ) (ag] )
— axl axl
J
o . . rf =1 lox Vg; =<3 /oxy;
This indicates that negative of the gradient of the : :
objective function can be expressed as a linear \af/ax dg;
combination of the gradients of the active n’ \ 0xp/
constraints at optimal point.
If 11,2, >0
Then the term STV f is +ve
—Vf=4Vg1+2,Vg; /
Let S be a feasible direction, then we can write .Thls mo.hcates th.at S Is a direction of
increasing function value
T _ T T
SV =MSTVg1+ 45 Vg, Thus we can conclude that if
Since S is a feasible direction STVg, <0 and STVg, <0 A1,4; > 0, we will not get any
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better solution than the current
solution
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Feasible region g:(X) =0 ] 0:

Infeasible regioi
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Multivariable problem with inequality constraints o iy

£ 5
. . - . ¥ :
The necessary conditions to be satisfied at constrained a‘ ® ;
minimum points X* are f—
of (X) 0g;(X)
! +z/1,- = i=123,..,n
axi : axi
J€J1

These conditions are called Kuhn-Tucker conditions, the necessary conditions to be
satisfied at a relative minimum of f(X).

These conditions are in general not sufficient to ensure a relative minimum,
However, in case of a convex problem, these conditions are the necessary and
sufficient conditions for global minimum.
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Multivariable problem with inequality constraints

If the set of active constraints are not known, the Kuhn-Tucker

conditions can be stated as

m
af (X) ag;(X)
+ /1] - 0
axi “ axi
j=1
4ig; =0
gj <0 —
2 =0

—
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i =1,2,3, ..

i=123,..

CE 602: Optimization Method



Multivariable problem with equality and inequality
constraints

For the problem

Minimize fX) Where X = [xq, Xy, X3, oo, X )T
Subject to giX)=0 j=123,..,m
k(X)) = 0 k=123, ..,p

The Kuhn-Tucker conditions can be written as

m 1%
orX) | 69100 z ahkm i=123 ..n
axl 4 4 ) ) ) = r)
lig; = j=123,..,m
g;<0 j=123,..,m
h, =0 k=123, ..,p
,1]. > () j=123,..,m
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Thanks for your attention
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