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Abstract. Given deterministic interfaces P and (), we investigate the problem of synthesising an interface R such
that P composed with R refines (. We show that a solution exists iff P and Q-+ are compatible, and the most general
solution is given by (P || Q)+, where P+ is the interface P with inputs and outputs interchanged. Remarkably,
the result holds both for asynchronous and synchronous interfaces. We model interfaces using the interface automata
formalism of de Alfaro and Henzinger. For the synchronous case, we give a new definition of synchronous interface
automata based on Mealy machines and show that the result holds for a weak form of nondeterminism, called observ-
able nondeterminism. We also characterise solutions to the synthesis problem in terms of winning input strategies in
the automaton (P ® Q)+, and the most general solution in terms of the most permissive winning strategy. We apply
the solution to the synthesis of converters for mismatched protocols in both the asynchronous and synchronous do-
mains. For the asynchronous case, this leads to automatic synthesis of converters for incompatible network protocols.
In the synchronous case, we obtain automatic converters for mismatched intellectual property blocks in system-on-
chip designs. The work reported here is based on earlier work on interface synthesis in [Bha05] for the asynchronous
case, and [BRO6] for the synchronous one.
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1. Introduction

Interfaces play a central role in component based design and verification of systems. In this paper we study the
problem of synthesising an interface R, which composed with a known interface P is a refinement of an interface Q.
This is a central problem in component based top-down design of a system. The interface () is an abstract interface, a
high level specification of the component under development. The interface P is a known part of the implementation
and we are required to find the most general (i.e., abstract) solution R satisfying the relation P || R < @, when it
exists. Here P || @ is the composition of P and ), and P < @ denotes ‘P is a refinement of ()°. This problem
has wide ranging applications such as logic synthesis, design of discrete controllers, communication gateway design
and protocol conversion, and has been studied previously in different contexts — see [MvB83, Shi89, Par§89, LX90,
HU99, YVB™01, YVBT02]. We study two versions of the problem, one for the asynchronous and the other for the
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synchronous case, in the setting of interface automata [dAHO1], where composition and refinement of interfaces are
respectively the composition of interface automata and alternating refinement relations| AHKV98].

Interface automata are a formalism for reasoning about composition and refinement of component interfaces in
terms of the protocol aspects of component behaviour. They are like ordinary automata, except for the distinction
between input and output actions. The input actions of an interface automaton P are controlled by its environment.
Therefore an input action labelling a transition is an input assumption (or constraint on P’s environment). Dually,
an output action of P is under P’s control, and represents an an output guarantee of P. Unlike I/O automata [LT87],
interface automata are not required to be input enabled. If an input action a is not enabled at a state s, it is an assumption
on the automaton’s environment that it will not provide a as an input in state s.

When two interfaces P and () are composed, the combined interface may contain incompatible states: states
where one interface can generate an output that is not a legal input for the other. In the combined interface it is the
environment’s responsibility to ensure that such a state is unreachable [dAHO1]. This can be formalised as a two person
game [dAHO1] which has the same flavour as the controller synthesis problem of Ramadge and Wonham [RW89]; in
our setting the role of the controller is played by the environment. More formally, we follow de Alfaro [dA03] in
modelling an interface as a game between two players, Output and Input. Player Output represents the system and its
moves represent the outputs generated by the system. Player Input represents the environment; its moves represent the
inputs the system receives from its environment. In general, the set of available moves of each player depends on the
current state of the combined system. The interface is well-formed if the Input player has a winning strategy in the
game, where the winning condition is to avoid all incompatible states. Clearly, the game aspect is relevant only when
defining the composition of two interfaces.

Refinement of interfaces corresponds to weakening assumptions and strengthening guarantees. An interface P re-
fines @ only if P can be used in any environment where () can be. The usual notion of refinement is simulation or trace
containment [LT87]. For interface automata, a more appropriate notion is that of alternating simulation [AHKV98],
which is contravariant on inputs and covariant on outputs: if P < @Q (P refines (Q), P accepts more inputs (weaker
input assumptions) and provides fewer outputs (stronger output guarantees). Thus alternating refinement preserves
compatibility: if P and @ are compatible (i.e., P || Q is well-formed) and P’ < P, then so are P’ and Q. The basic
notions of interface automata are summarised in Section 2.

In Section 3 we show that a solution to P || R = @ for R exists for deterministic interface automata iff P and
Q-+ are compatible, and the most abstract (under alternating refinement) solution is given by (P || Q1)*. Further, in
Section 4 we show that such an R can be constructed from the most permissive winning strategy for player Input in the
combined game (P® Q). Here P~ is the game P with the moves of the players Input and and Output interchanged,
and P ® @ is the combined game obtained from P and () by synchronising on shared actions and interleaving the rest.
We say a strategy 7 is more permissive than 7’ when, at every position in the game, the set of moves allowed by 7
includes those allowed by 7. The most permissive winning strategy is one that is least restrictive. This result ties up
the relation between composition, refinement, synthesis and winning strategies, and should be seen as one more step
towards a “uniform framework for the study of control, verification, component-based design, and implementation of
open systems”, based on games [dAO3].

Note that the notation P+ is borrowed from linear logic [Gir87], where games play an important semantic
role [B1a92]. Using the notation of linear logic, the solution R to the synthesis problem can be written as (P®@Q*)* =
PL9Q = P — @, where ®, ’9 and —o are respectively, the linear logic connectives ‘With’, ‘Par’ and linear implica-
tion. In our setting, the ® connective of linear logic is parallel composition ||. The striking similarity of this solution
with submodule construction by von Bochmann in [vB02] and the language equation posed by Yevtushenko et al.in
[YVB'01, YVB102] is intriguing. In these works, the largest solution of the language equation P ¢ R C @ for R is

the language P o () where P o (Q is the synchronous (or parallel) composition of languages P and @, and P is the
complement of P. Clearly, there is a formal correspondence between P e () and our P || ), between P and our P+,
and between language inclusion and alternating simulation.

We should also mention the formal resemblance of our work with Abramsky’s Semantics of Interaction [Abr97],
based on the game semantics of linear logic. In particular, the strategy called Application (or Modus Ponens) in [Abr97]
is the solution to our synthesis problem in a different setting. The solution R = P —o () suggests that the problem
of synthesis can be seen as the construction of a suitable morphism in an appropriate category of interface automata,
along the lines of [MT98, Tab04]. However, we do not pursue this thread in this paper.

There is also a similarity between our work and the solution to the rectification problem given in [BDWM93], using
Dill’s trace theory [Dil89]. The results in [BDWMO93] are applicable to combinational circuits i.e., interfaces without
any state. In [BDWMO93] P, @), R are combinational circuits modelled as input-output relations and || the circuit
composition operator; mir is the mirror function that swaps inputs and outputs and complements the input-output
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relation; = is the conformance relation which captures the implementation relation between circuits and specifications.
The rectification problem solved in [BDWMO93] is the following: when can a small subnetwork of a combinational
circuit be replaced by another less expensive one? The answer to the rectification problem is provided by a general
theorem that states that if () is a specification of the entire circuit then a replacement subnetwork P combined with the
rest of the circuit R will satisfy the specification @ (i.e., P || R C Q) iff R C mir(P || mir(Q)) (modulo a projection
operator used to ignore the internal signals of a composed circuit). Clearly, this has the same form as our solution to
the synthesis problem.

As a practical application, in the asynchronous case, in Section 5 we show how to apply interface synthesis to
the protocol conversion problem for mismatched network protocols. The heterogeneity of existing networks often
results in incompatible protocols trying to communicate with each other. The protocol conversion problem is, given
two network protocols P; and P, which are mismatched, to come up with a converter C' which mediates between the
two protocols, such that the combined system conforms to an overall specification S. We show that a converter C, if it
exists, can be obtained as the solutionto P || C' < S, where P = P; || P, is the composition of the two protocols.

For the synchronous case, in Section 6 we present synchronous interface automata for reasoning about composition
and refinement of synchronous hardware components, such as intellectual property (IP) blocks in system-on-chip
(SoC) designs. In Section 7 we pose and solve the same synthesis problem as in the asynchronous case. What is
remarkable is, the solutions for the asynchronous and synchronous versions have the same form, namely the most
general solution to P || R < ( exists iff P and Q are compatible, and is given by R = (P || Q). This points to
a unified theory of interface synthesis underlying both the asynchronous and synchronous cases. The work on agent
algebras by Passeroneet al. [BPSV03, Pas04] seems to bear this out. In Section 8 we show how to apply the synthesis
method to automatically synthesise protocol converters for mismatched IP blocks.

To summarise the main contributions of this paper, we have an algebraic characterisation of solutions to the prob-
lem of synthesis of interface automata, where the operators are parallel composition P || @ and ‘mirror’ P-. The
synthesis algorithm relies on the computation of winning strategies in games implicit in the definition of parallel
composition for interface automata. The algorithm is the standard iterative fixed point computation using control-
lable predecessors for solving safety games (see [Tho95]). The usefulness of the solution to the synthesis problem
is demonstrated both in the asynchronous and synchronous cases by providing automated methods of constructing
protocol converters. This provides a unified theory and an algorithm for solving protocol conversion problems which
have appeared in the literature in many guises. The work reported here is based on earlier work on interface synthesis
in [Bha05] for the asynchronous case, and [BR06] for the synchronous one.

Related Work Merlin and von Bochmann [MvB83] proposed the submodule construction problem (also called equa-
tion solving or factorisation) for communication protocol specification and synthesis. Given a module specification
S and a submodule specification M in terms of labelled transition systems, they proposed a method to construct a
submodule M5 such that M; and M, together realise the specification S by synchronous interaction. Haghverdi and
Ural [HU99] gave a more formal presentation of the problem and an algorithm for its solution using prefix-closed finite
state machines as descriptions of submodules. One limitation of this solution is that the notion of correct realisation is
trace equivalence which is well known not to preserve certain behavioural properties such as the presence of deadlock.
This problem was addressed in the context of equation solving for CCS processes using observational equivalence or
strong bisimulation (see [Mil89]) by various researchers. A representative sample can be found in Shields [Shi89],
Parrow [Par89] and Larsen and Xinxin [LX90]. Yevtushenko et al. [YVBT01, YVB102] study the related problem of
language equation solving for both synchronous and parallel (interleaving) composition in the context of synchronous
and asynchronous circuits. The main difference between the works cited above and ours is that we consider models
of open systems with an asymmetry between inputs and outputs. This naturally leads to the game formulation and
alternating simulation as the behavioural preorder captured by the interface automata formalism.

The controller synthesis problem and its solution as a winning strategy in a game has a long history, going back to
Biichi and Landwebers’ solution of Church’s problem [BL69]. More recent applications of the idea in the synthesis of
open systems occur in [PR89, MPS95, MT98]. The control of discrete event systems was introduced by Ramdage and
Wonham [RW89] using a language theoretic approach, where the ‘controllable’ and ‘uncontrollable’ actions clearly
correspond to the moves of the player and the opponent in a corresponding game. The use of games for the synthesis of
converters for mismatched protocols by Passerone et al. [PAAHSV02] can be seen as applications of the same general
principle. The present paper uses games to solve the interface synthesis problem, but the solution has a closed form
reminiscent of the submodule construction problem referred to above and the rectification problem of Dill [BDWM93].
The combinatorial details of the game structure is hidden behind the algebraic form of the solution.

Recent work on agent algebras [BPSVO03, Pas04] formalises the notions of composition and conformance in an
abstract algebraic framework, and makes use of the mirror function in an essential way. The work provides sufficient
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conditions for characterising all controllers that satisfy a specification when composed with a plant. One possible
future work is to investigate the relationship between agent algebras and our interface synthesis framework.

2. Asynchronous Interfaces: Interface Automata

In this section we define interface automata and their composition and refinement. We follow the game formulation
presented in [dAO3]. Throughout this work we consider only deterministic interface automata.

Definition 2.1. An interface automaton P is a tuple (Sp, S%, AL, AS T'L, T'Q, §p) where:

e Sp is a finite set of states.
. SIOJ C Sp is the set of initial states, which has at most one element, denoted s?g.

e AL and A are disjoint sets of input and output actions. The set Ap = AL U A9 is the set of all actions.

e I'L: Sp — 24P s a map assigning to each state s € Sp a set (possibly empty) of input moves. Similarly,
I‘(P? : Sp — 2AP assigns to each state s € Sp a set (again, possibly empty) of output moves. The input and
output moves at a state s correspond to actions that can be accepted and generated at s respectively. Denote by
['p(s) =IT'L(s) UTP(s) the set of all actions at s.

e 0p: Sp x Ap — Sp is a transition function associating a target state d p(s, a) with each state s € Sp and action
a € Ap. Note that the value §p(s,a) makes sense only when a € T'p(s). When a ¢ T p(s), the value can be
arbitrary.

The interface automaton P is said to be empty when its set of initial states S% is empty. Empty interface automata
arise when incompatible automata are composed.

Definition 2.2. An input strategy for P is a map ! : 5} — 24P satisfying ! (0s) C T'L(s) forall s € Sp and
o € S%. An output strategy 7© : S} — 247 is defined similarly. The set of input and output strategies of P are
denoted by I1%, and II9 respectively.

Note In keeping with [dA03], we have given the general definition of strategy, where the moves can depend on the
history of the game. It turns out that for the case of safety games we consider in this paper, it is enough to consider
only memoryless strategies, where the current state suffices to define the set of moves. This simplification will be made
in Section 6 while discussing the synchronous interface automata.

An input and output strategy jointly determine a set of traces in S; as follows. At each step, if the input strategy
proposes a set B! of actions, and the output strategy proposes a set B¢ of actions, an action from B! U B is chosen
nondeterministically.

Definition 2.3. Given a state s € Sp, and input strategy 7/ and an output strategy 7, the set Outcomes(s, 7/, 7¢) C
S’; of resulting plays is defined inductively as follows:

e s € Outcomesp(s, 7!, 79)
e if ot € Outcomes(s, 7!, 7°) for o € S} and t € Sp, thenforall a € 7! (ot) U (ot) the sequence tdp (s, a) €

Outcomesp (s, !, 7©°).

>

A state s € Sp is said to be reachable in P, if there is a sequence of states sg, s1, . . ., S, With sg € S%, Sp = S,
and for all 0 < k < n there is ay € I'p(sk) such that §p(sg,ar) = sk+1. Reach(P) denotes the set of reachable
states of P

The refinement of interface automata is known as alternating simulation, the right notion of simulation between
games [AHKV98]. Intuitively, an alternating simulation p C Sp x Sg from P to () is a relation for which (s,t) € p
implies all input moves from ¢ can be simulated by s and all output moves from s can be simulated by ¢.

Definition 2.4. An alternating simulation p from P to () is a relation p C Sp x Sg such that, for all (s,?) € p and
alla € Fé(t) UTQ(s), the following conditions are satisfied:

L Th(t) € Th(s):
2. T9(s) C
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3. (6p(s,a),dp(t,a)) € p.

Refinement between interface automata is defined as the existence of an alternating simulation between the initial
states.

Definition 2.5. An interface automaton P refines an interface automaton @, written P < (@, if the following condi-
tions are satisfied:

1. A, C Ap:
2. AQ C AY;

3. there is an alternating simulation p from P to @, such that (s°,°) € p for some s° € S% and t° € Sg,.

We now define the parallel composition P || Q of interface automata P and () in a series of steps.
Definition 2.6. P and Q are composable if AQ N AG = 0.

We first define the product automaton P& () of two composable interface automata P and (), by synchronising their
shared actions and interleaving all others. The set of shared actions of P and () is defined by Shared(P, Q) = ApNAg.

Definition 2.7. The product P ® () of two composable interface automata P and () is defined by
° SP@Q = Sp X SQ;
° S?;.®Q = S?g X S%;
Abgg = (ApUAL)\Comm(P, Q) where Comm(P, Q) = (AZNAL)U(ALNAG) is the set of communication
actions, a subset of Shared(P, Q);
Ag®Q = A9 U .AY;
Thgo((s:1) = (Dh(s)\(AG UAL)) U (TH(D\(AZ U AL)) U (Th(s) N T (1)) forall (s,1) € Sp x So:
F(P?@Q((s,t)) =T%(s)u Fg(t), forall (s,t) € Sp x Sg;
forall a € Apgq,

(0p(s,a),00(t,a)) ifae ApNAg
dpaq((s,t),a) = { (0p(s,a),1) ifa € Ap\Aq
(s,00(t,a)) ifa € Ag\Ap

Note There is an asymmetry between input and output actions in the above definition. An input and output action with
the same label combine to form an output action. The intent is to model multi-way broadcast communication, as in the
version of interface automata defined in [dA03] and in I/O automata [LT87]. This is in contrast to the original version
defined in [dAHO1], where an input and an output action with the same name combine to give an internal action.

Since interface automata need not be input enabled, there may be reachable states in P® () where a communication
action can be output by one of the automaton but cannot be accepted as input by the other. These states are called locally
incompatible.

Definition 2.8. The set Incomp(P, Q) of locally incompatible states of P and () consists of all pairs (s,t) € Sp x Sg
for which one of the following two conditions hold:

1. 3a € Comm(P, Q) such that a € T'(s) but a ¢ I'G,(t),
2. Ja € Comm(P, Q) such that a € T'(t) buta ¢ I'h(s).

A local incompatibility can be avoided if there is a helpful environment, which by providing the right sequence
of inputs can steer the automaton away from such an undesirable state. The states from which Input can prevent the
product P ® () from reaching a state in Incomp(P, Q) are called compatible. In other words, the compatible states are
those from which Input has a winning strategy.

Definition 2.9. A state s € Spgq is compatible if there is an input strategy 7l e H{3®Q such that, for all output

strategies 79 € 11D, all ¢ € Outcomes pg(s, 7!, 77) and all incompatible states w € Incomp(P, Q), the state w
does not appear in the sequence o.
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The composition P || @ is obtained by restricting P ® () to the states that can be reached from the initial state
under an input strategy that avoids all locally incompatible states. We call these states backward compatible. These
are the states that are reachable from the initial state of P ® () by visiting only compatible states. Note that in [dA03]
backward compatible states are called usably reachable states.

l?leﬁnition 2.10. A state s € Spgq is backward compatible in P ® @) if there is an input strategy ! e H{3®Q such
that:

o for all initial states s € SP, all output strategies 70 € H‘IQ@Q, all outcomes o € Outcomespgq (s, 7!, )
and all w € Incomp(P, @), w does not occur in o;

e thereis an initial state 59 € S, an output strategy 70 e H‘IQ@Q, and an outcome o € Outcomes pgg(so, !, )
such that s € o.

Definition 2.11. The composition P || @ of two interface automata P and @, with T the set of backward compatible
states of the product P ® @, is an interface automaton defined by:

* Spe="T

* Spiq = 5PaNT

o Apiq = Apso

* APjq = APsq

I‘fDHQ(s) ={ac F£®Q(S) | dpgq(s,a) € T forallse T
IP10(8) =TPgq(s) foralls € T

forall s € T,a € I'p|g(s),

| dpxo(s,a) ifdpgo(s,a)eT
opQ(s,a) = { arbitrary otherwise

Definition 2.12. P and (@ are said to be compatible if their composition is non-empty i.e., S?D” 0 # (). This is equiva-
lent to s%5, € T, where T is the set of backward compatible states of P ® Q.

Notation We write Reach® (P) to denote the set of states of P that are reachable from the initial state s% by following
only output actions.

We use the following lemma in our proof of Theorems 3.3 and 3.4 in Section 3. Since the best input strategy to
avoid locally incompatible states is simply to generate no inputs to P ® () at any state, the set of compatible states in
P ® @ is simply the set of states from which P ® () cannot reach a state in Incomp(P, Q) by a sequence of output
actions.

Lemma 2.13. P and Q are compatible iff the states in Reach® (P ® Q) are locally compatible, i.e., Reach® (P ® Q)N
Incomp(P, Q) = 0.

Proof. Suppose P and () are compatible. Then s?g@Q is a backward compatible state in P ® ). This implies there is an
input strategy 7! for P ® @ which avoids all locally incompatible states starting from s%®Q, no matter what the output
strategy is. Now Output can always force P®() to enter any state in Reach® (P®Q). In other words, an output strategy
79 exists for which every state s in Reach” (P®Q) appears in some sequence in Outcomes pgq ( 5Pe0> 7!, 7). Since
593®Q is a backward compatible in P ® @, it follows that Reach® (P ® Q) NIncomp(P, Q) = (. Conversely, suppose

the states in Reach® (P ® Q) are locally compatible. This implies that any state in Incomp(P, Q) can be reached, if at
all, by following a sequence of actions which includes at least one input action. Then the input strategy which disables
all such input actions avoids all locally incompatible states and so 593®Q is backward compatible.

O

3. Synthesis of Interface Automata

The synthesis problem for interface automata is as follows. Given interface automata P and (), we want to find the
most general solution Rto P || R < @ when it exists, and characterise the conditions under which it exists. By a most
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Fig. 1. Interface Automata Synthesis Examples

general solution we mean, a solution U, such that for any solution V, it is the case that V' < U. In this section we
prove our main result for asynchronous interfaces, viz., the most general solution to P || R < @ exists iff P and Ql
are compatible and is given by R = (P || Q*)=. Here P~ is the same as P, except all the input actions in P become
output actions in P+ and similarly the output actions of P are the input actions of P~.

Example 3.1. Fig. 1 presents three examples to illustrate the synthesis idea with given interface automata P and Q).
The construction of Q*, P || Q* and R = (P || Q)+ are shown in each case.

1. In Fig. 1(a), the input actions are A} = A{, = {a, c}, and the output actions are A = A9 = {b,d}. Note that
in P || Q*, the transition labelled c? does not appear, as it is a shared action, and has to be present in both P and
Q" to appear in their product. Note also, how b appears as an input action in the result (P || Q+)*.

2. InFig. 1(b), the action sets are Ap, = {a}, AD = {b}, A}, = {a,c} and AY = {b, d}. In this case, the solution is
essentially identical with @, except for the polarity of action b. Note that there is already an alternating simulation
between P and @. The input transition labelled b? appears in R because we assume AIOD - .Af%: in some sense,
R can be thought of as a controller for P, and hence should be allowed to use all the output actions of P as
input, in addition to driving the input actions of P. Note that if we changed the the input action set of P to be
AL = .A(I;, = {a, c}, then there would be no solution R, because P and Q- would not be compatible: in the initial
state, @~ is ready to output a ¢, but P is not ready to accept it as input, even though ¢ is a communication action
between the two.

3. In Fig. 1(c), the action sets are Ap, = {a}, AZ = 0, A, = {b} and A = {a}. In this example, an input of P

appears as an output of ). The result (P || Q)+ adds the input b and also converts a from an input to an output.
In this case, R is identical to Q.

Note Throughout this section we make the weak assumption that AL C Aé U Ag. This is to ensure that an environ-
ment E for which @ || E is a closed system (i.e., has no inputs) will also make (P || R) || E a closed system. So any
inputs to P will be provided by an output from the environment of () or from R. In the latter case, such an input of P
will be an output of ). Further, we assume that the solution R satisfies Ag - Af{. This is to allow R to use the output
actions of P as inputs in carrying out its control objectives. It is clear that any solution R will satisfy .Ag - Ag\AO,
and for the most general solution the two sets will be equal.
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Notation We write p — p’ if a € I'p(p) and §(p, a) = p’ for states p, p’ and action a in an interface automaton P.

We call p — p/ an input transition if a is an input action of P. An output transition is defined similarly.
First we prove a result about compatibility that is used in Theorem 3.3 below.

Lemma 3.2. If P and Q* are compatible, then P and (P || Q)+ are compatible.

Proof. Suppose P and Q* are compatible, but P and (P || Q+)* are not. By Lemma 2.13, this means there exists a
state (p, (p,q)) € Reach®(P @ (P || @+)') which is in Incomp(P, (P || Q1)1). Since the interface automata we
consider are deterministic, it must be the case that p = p’. This implies that there exists an a € Comm(P, (P || Q+)*)

such that either (a) a € TQ(p) and a ¢ FanQL)L(pa q) = F(OP”QL)(p, q) = T'2(p) UT{(q), which is impossible,

or(b)a ¢ I'L(p) and a € F(OP”QL)L(p7 q) which implies (p,q) — (p/,q’) is an input transition in P || Q* and
p —— p' is not an input transition in P. This is possible only if a € A but a ¢ A}, which contradicts our assumption
that a € Comm(P, (P || Q+)4).

O

Theorem 3.3. A solution Rto P || R < Q exists iff P and Q- are compatible.

Proof. (<) Suppose P and Q* are compatible. By Lemma 3.2 so are P and (P || Q+)*. Take R = (P || Q*)*.
We show that there exists an alternating simulation p between P || R and Q. Define the relation p = {((p, (p, ¢)), q) |
(p, (p,q)) isastatein P || R}. Since (s, s) is the initial state of R, (s, (s}, s%)) is the initial state of P || R,
and hence ((s%, (5%, 5())), s¢) is in p. Now suppose ((p, (p,¢)),q) € p and g —%, ¢ is an input transition in Q.
It follows that ¢ —— ¢’ is an output transition in Q. Therefore, p — p’ is an input transition in P for some p’,
since (p, ¢), being in P || Q*, is backward compatible in P ® Q. Hence (p,q) —— (p’,¢’) is an output transition
in P || Q*, and so an input transition in (P || Q1)+, whence (p, (p,q)) — (¢, (p’,¢’) is an input transition
in P || (P | Q%) and by definition of p, ((p', (p’,q')),q’) is again in p. Similarly for the output side, suppose
((p, (p,q)),q) € pand (p, (p,q)) — (', (p",¢')) is an output transitionin P || (P || Q)= . Since we consider only
deterministic automata, p’ = p”’. Also, it must be the case that a € Comm(P, (P || Q*+)'), because an output action
of P is an output action of P || @, and therefore an input action of (P || Q*)*. Suppose p —— p’ is an output
transition in P, and because P and Q- are compatible, and (p, ¢) is backward compatible in P @ Q-+, ¢ -, ¢ isan
input transition in @, and hence an output transition in (. On the other hand, if p —— p’ is an input transition in
P, then since (p, (p,q)) — (p', (p',q')) is an output transition in P || (P || Q1)L, (p,q) - (p/,¢’) is an output
transition in (P || @*)*, and therefore an input transition in (P || @*). From the assumption that A}, C Af, and
by the definition of the product P ® Q* it follows that ¢ —— ¢’ is an input transition of Q*, and hence an output
transition of ). By the definition of p, ((p’, (p',¢')),¢’) € p, hence p is an alternating simulation as required.

(=) We show the contrapositive. Suppose P and Q@+ are not compatible. Then, by Lemma 2.13, there exists a
state (p, ) € Reach® (P, Q) which is incompatible, i.e., there is an a such that either (a) a € I'(p) and a ¢ r'g(q)

or (b) a ¢ I',(p) and a € T'{)(q). Both possibilities rule out the existence of an alternating simulation between P || R
and @) for any R.
O

Theorem 3.4.

When the condition stated in Theorem 3.3 is satisfied, the most general solution to P | R < (@ exists and is given by
R= (P Q")

Proof. In the proof of Theorem 3.3 (If part) we have already shown that R = (P || Q)" is a solution. Suppose

U is any solution to P || R < Q. We construct an alternating simulation v from U to (P || Q1)+ as follows. By
assumption, there exists an alternating simulation p from P || U and Q. Define v = {(u, (p,q)) | ((p,w),q) € p}.
Clearly (s;, (s%,s9)) € v, since ((s},s{),5%) € p. Now suppose (u, (p,q)) € v and u —— o’ is an output
transition in U. This implies p —— p’ is an input transition in P for some p’, since by assumption ((p,u),q) € p
and therefore (p, u) is backward compatible in P ® U. Hence, (p,u) — (p’, ') is an output transition in P || U. It
follows that ¢ — ¢’ is an output transition in ) for some ¢’, with ((p’,u'),q’) € p, which is equivalent to ¢ %~ ¢’

is an input transition in Q. Therefore, (p,q) — (p’,¢’) is an input transition in P || Q*, since (p, q) is backward
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compatible in P ® Q-+ by assumption. It follows that (p,q) —— (p’,¢’) is an output transition in (P || Q*)* and
(u', (p',q')) € v as required. Next suppose (u, (p,q)) € v and (p,q) — (p,q’) is an input transition in (P || Q)+,
which is the same as (p, ¢) — (p’,¢’) is an output transition in P || Q. This implies that either (a) p — p’ is an
input transition in P and ¢ — ¢’ is an input transition in Q or (b) p —— p’ is an output transition in P and ¢ — ¢’
is an output transition in Q. For the first case, by the existence of the alternating simulation p, (p,u) — (p',u’)
is an input transition in P || U for some state v’ in U with ((p,u’),q’) € p and hence (v/, (p',¢’)) € v. For the

second case, u — v’ is an input transition in U for some v/, since (p, u) is backward compatible in P ® U. Further
(W, (p',q")) € v,since ((p',u’),q") € p, and the conclusion follows.
O

4. Winning Strategies and Synthesis

We now characterise the most general solution to P || R < @ in terms of winning strategies. Specifically, we show

that the most general solution corresponds to the most permissive winning strategy for Inputin P ® (P || Q+)*.
First we define winning strategies for Input and Output in games corresponding to the product P ® @ of two

interface automata P and Q. We also define a natural partial order =7 on input strategies, such that of, T 77 if the

strategy 71 generates more inputs than ol at every state of P. A similar order C© is defined on output strategies.
Since the orders are lattices, the most permissive strategy exists, as is given by the lattice join. We then show that the
parallel composition P || @ can be extracted from the most permissive winning strategy for Input.

Definition 4.1. Let P and () be composable interface automata. A winning input strategy for P ® () is an input
strategy 71 such that for all output strategies 79, all initial states S € S?g@Q, all o € Outcomes P®Q($0, e , 770), and

all incompatible states w € Incomp(P, @), the state w does not appear in the sequence o. The definition of a winning
output strategy is symmetric, where the winning condition is that a state in Incomp(P,Q) must be reached in every run
o € Outcomespgq (s, m!, 7).

We now define the order C on strategies. The idea is that an input strategy is higher in the order if it accepts more
inputs. Dually an output strategy is higher in the order if it generates more outputs.

Definition 4.2. The binary relation =/ on input strategies for P is defined by n§ T ! iff 7/ (o) C nf (o) for all

o € Sh. When 7 C nf, we say 7! is more permissive than wf. Similarly, for output strategies, 7§’ C© 70 iff
7§ (o) C 7P (o) forall o € S}.

Clearly, the relations C and C© are lattices, with top elements 74.(0s) = T'L(s) and 78 (0s) = I'(s), and join
and meet given by pointwise union and intersection. Note that the bottom elements are the empty strategies, which are
allowed by the definition of strategies.

Corollary 4.3. If there is a winning strategy for either player in a game then there is a most permissive winning
strategy for that player.

Proof. Simply take the join of the set of all winning strategies for the player.

Next we show how to extract an interface automaton 7/ (P ® Q) from an input strategy 7/ for the game P @ @,
by cutting down some of its states and transitions.

Definition 4.4. The interface automaton 7/ (P ® Q) defined by input strategy n' for the game P ® @ is defined as
follows. Its set of input and output actions are the same as those of P ® Q. The set S;1(pgq) contains those states

of P ® ( that are reached in some sequence in Outcomes p@Q(s%@)Q, 7, 77:9 ), where W:? is the top output strategy
in the lattice of strategies (the one that produces the most output). The input moves of 7/ (P ® Q) are defined by
I(s) = {a | a € Tpgy suchthata € 7' (os) for some o € S:I(P®Q)}. The input transitions of /(P ® Q) are
defined by d(s, a) = 6pgq(s,a) when a € I''(s) and an arbitrary element of S.1(pe ) otherwise. The output moves
and transitions are the straightforward restrictions of the output moves and transitions of P ® () to the set of states
Sr1(PaQ)-
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snd? data0!
N
N
ack1? ack0? data? ack!
N
_/
datal! snd? rcv!
(a) Alternating Bit Sender (b) Nonsequenced Receiver

Fig. 2. Two mismatched protocols

The following proposition states that the parallel composition P || @ of interface automata P and () is the interface
automaton 7% (P ® @) defined by input strategy 7 for the game P ® @, where 7 is the most permissive winning
input strategy, if one exists.

Proposition 4.5. For composable interface automata P and @, P || () can be obtained as 7 (P ® Q) where 71 is the
most permissive winning input strategy for P @ (). If no winning input strategy exists then P and () are incompatible.

Proof. By Definition 4.1, if no winning input strategy exists, there exists an output strategy 7 such that an in-
compatible state appears in some sequence o € Outcomes p@Q(s%@)Q, 7!, 7©9), for all input strategies w!. From
Definition 2.10, this implies that the set 7" of backward compatible states is empty, and hence by Definition 2.11 the
composition P || @ is empty. Suppose there is a winning input strategy for P ® (). We show that the set of states
Sr1 (Peq@) is identical with the backward compatible states T" of P ® (), where 7l is the most permissive winning
input strategy for P ® Q). Suppose s € Sr1 (pgq)- Since 7L is a winning strategy, s satisfies the first clause in Defi-
nition 2.10 of backward compatibility. By Definition 4.4, s is reached in some play in Outcomes pg (s(})®Q, 7l 70)
and therefore s satisfies the second clause as well. Now suppose s is a backward compatible state of P ® (). By Defini-
tion 2.10 there exists a winning input strategy 7/ and some output strategy 7€ for P ® @, for which s appears in some
play 0 € Outcomespgq(shg o, ', 7). It follows that s appears in some play in Outcomes peq($Pg s T, 7)),
and by Definition 4.4, s is in S (pg@)-
O

Next we characterise solutions to P || R < @ in terms of winning strategies for Input in (P ® @)=, and show
that the most general solution arises from the most permissive strategy.

Theorem 4.6. A solutionto P || R < @ exists iff a winning input strategy 7 exists for (P ® Q+)*. The most general
solutionto P || R < @ is given by % ((P ® Q*)*), where 7 is the most permissive winning input strategy.

Proof. From Theorems 3.3 and 3.4 it follows that a solution exists iff P and Q- are compatible, and in such a case
R = (P || Q*)* is the most general solution. By Proposition 4.5, (P || Q)+ = wL (P ® Q*)*) where 7 is the
most permissive winning strategy for (P ® Q+)*.

O

Computing Winning Strategies The calculation of winning strategy in such safety games, if one exists, is by standard
iterative refinement using the controllable predecessors operator [Tho95]. The complexity of the algorithm is linear
in the size of the game graph. Since the game graph in computing the composition P || @ of two interface automata
P and @ is given by the product P ® @, computing P || @ can be performed in time O(| P||Q|). Here | P| is the size
of P, given by the sum of the states and transitions in P. It follows that (P || Q)= is also computable in O(| P||Q|),
since P~ can be obtained from P in linear time.

5. Application: Network Protocol Conversion

In this section we describe an application of interface synthesis to the protocol conversion problem. In today’s world,
global communication over heterogeneous networks of computers can often lead to protocol mismatches between
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ack0!,ackl! ¢data()!,datal! snd?
T\ T\
Do D

ack! data! rev!

Fig. 3. Specification of Converter

ata0? ata!
snd? data()? data! rev? ack?

ackl! ackO!

ack? rev? data! datal? snd?

Fig. 4. Converter for the two protocols

communicating entities. The lack of a uniform global standard for communication protocols entails that protocol
converters have to be built for mediating between incompatible protocols [Lam88, CL90]. We illustrate the use of
interface synthesis to the protocol conversion problem through an example adapted from [KNM97].

Consider the two interface shown in Fig. 2 representing two incompatible protocols. Fig. 2(a) is a simplified version
of a sender using the Alternating Bit Protocol (ABP), while the one in Fig. 2(b) is a receiver using the Nonsequenced
Protocol (NS). The ABP sender accepts data from the user (a higher level protocol) using the input action snd? and
transmits it with label 0 using output action data0!. After receiving an acknowledgement with the correct label 0
via the input action ackO0?, the sender is ready to accept the next piece of data from the user and transmit it with
label 1. The protocol performs in a loop, alternating labels between 0 and 1. In this simplified version we ignore
retransmissions due to timeouts and receipt of acknowledgements with wrong labels.

The NS receiver in Fig. 2(b) is much simpler, which on receiving a data packet via input action data?, delivers it
to the user via the output action rcv !, and sends an acknowledgement to the sender via ack !. Since the NS receiver
does not use any labels for the data and acknowledgement packets there is a protocol mismatch between ABP and NS.

When we want the two protocols above to work together without causing any inconsistency by using a converter,
we need to specify what the converter is allowed and not allowed to do. This idea was proposed in [PAAHSV02] in the
setting of synchronous hardware-like protocols. We require that the system as a whole (the two protocols along with the
converter) satisfies the interface described by Fig. 3. This specification interface is obtained as the parallel composition
of two interfaces. The one on the left specifies that the converter can send data packets and acknowledgements to the
NS receiver and ABP sender, only after receiving a data packet or acknowledgement from the other protocol. No
data or acknowledgement can be sent speculatively, nor can packets be lost or duplicated. The interface on the right
specifies the overall behaviour that the user expects from the system: the snd and rcv events will alternate strictly in
any system run. Note that every action in Fig. 3 is of type output, except for snd?.

The correct converter for the two protocols is shown is Fig. 4. The converter can be obtained be as follows. Let
P be the parallel composition of the two protocols which need conversion. Since we assume the two sets of actions
to be disjoint, the composition is always well defined. The specification S for the converter relates the two actions
sets by specifying temporal ordering of actions. For instance, in our example, the specification dictates that a data
action can only follow a corresponding data0 or datal action. The converter C is then the (most general) solution
to P || C < S. Intuitively, the goal of the converter is to meet the specification, while satisfying the input assumptions
of the two protocols. Moreover, the converter can control only the inputs to the protocols and not their outputs.

6. Synchronous Interface Automata

In earlier sections we have presented the synthesis problem and its solution for interface automata, a formalism in-
tended for component-based modelling and development of asynchronous systems. Typical examples include software
modules interacting through method invocations, distributed systems and network protocols. In this section we want
to extend the synthesis problem to the synchronous setting, where all actions are triggered by clock ticks, as in se-
quential circuits and synchronous reactive programs. One of the motivations for studying the synthesis problem in
the synchronous setting is to enable better reuse of intellectual property (IP) blocks in system-on-chip (SoC) designs.
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Fig. 5. Block diagram for P ® Q

Automated design reuse by composing IP blocks is inherently difficult because components often come from different
manufacturers and are designed using different protocols of interactions.

We propose the synchronous interface automata (SIA) model as the synchronous counterpart of interface automata.
The interface synthesis problem considered in Section 3 — find the most general interface R, which combined with P
is a refinement of () — is reconsidered in this framework with appropriate modifications in the definitions. We show
that in our SIA framework the solution is again given by R = (P || Q*)*. From this general framework we are able
to derive a solution to the specific problem of converter synthesis for mismatched protocols in SoC designs.

Our STA model should be contrasted with the synchronous Moore interfaces proposed in [CAAHMO02] to model
interactions between components typical in hardware. The main differences are, we use Mealy rather than Moore
machines, and instead of specifying initial states and transitions in terms of predicates on state variables, we take the
state transition framework, where transitions are triggered by input signals and emit output signals. The advantage of
the Mealy framework is that our systems satisfy the synchrony hypothesis, i.e., have zero response time, which is an
useful abstraction at the specification level (see [BB91]). The price to pay is the difficulty in composition due to the
possibility of causality cycles. We come back to this point later.

Our SIA model essentially defines Mealy automata with explicit input assumptions and output guarantees. The
game view of interface composition and refinement then applies mutatis mutandis to the synchronous setting. Of
course, the specific details of the SIA formalism, as described in the following paragraphs, are quite different from the
(asynchronous) interface automata formalism.

We start by fixing some notation and conventions. An I/O-signature is a pair [ I ; O], where T =1;,...,I, and

0= 0,4, ..., 0, are disjoint lists of input and output variables. 1/O-signatures are used to identify input and output
lines when composing synchronous interfaces, as in Fig. 5. We use the vector notation to denote lists and suppress
their lengths. Each input variable I}, is interpreted over a finite set [, called the domain of I, and likewise each output
variable O is interpreted over a finite set O;. Input values in the sets Ij, are denoted i1, 72, . . ., while output values in

Oj are denoted 01, 02, . ... Werefer to the set I = I; x ... x I, interpreting all the input variables as the input space

T

or input alphabet, and 0= 01 X ... x Oy, as the output space or output alphabet.

Definition 6.1. A synchronous interface automaton (SIA) P with 1/O signature [ T ; OJisatuple (Sp, S%, AL, AQ 6p)

where:

e Sp is a finite set of states.
e SY% C Sp is the set of initial states, which has at most one element.
e AL=1 x1Ir x...I,and A = O1 x O3 x ... Oy, are the input and output alphabets.

e 5p: Sp x AL x AQ — Sp is a (partial) transition function associating a target state J p(s, 7, 0) with each state
s € Sp and input and output values 7 and o, when it is defined.

As in the asynchronous case, the SIA P is said to be empty when its set of initial states S% is empty. Again, such
automata arise when incompatible automata are composed.

The meaning of dp(s,4,0) = s’ is that the SIA P can transit from state s to s’ on input 4, and perform the
output o. Although a given pair (s, %) of current state and input value does not uniquely determine the next state, the
triple (s, 4, 0) of current state with input and output values certainly does, when it is defined. This is the property of
observable nondeterminism. It allows us to treat SIA as deterministic automata when we forget the distinction between
inputs and outputs by clubbing them together.
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Notation We write p % p if 6p(p,i,0) = p’ for states p, p’ and input-output action (4,0) in an SIA P. Also, the
set of input and output actions possible at a state p in P are denoted AL(p) = {i | p % p’ for some o and p'} and
AS((p)={o|p % p’ for some 7 and p’} respectively.

Definition 6.2. An execution fragment of an SIA P is a finite alternating sequence of states and input-output values
50, (10,00), 81, (41,01), - . ., S, such that §p (s, ix,0r) = Sg4+1 for all 0 < k < n. Given two states s, s’ € Sp, we
say that s is reachable from s if there is an execution fragment whose first state is s, and whose last state is s’. A state
s is reachable in P if there exists an initial state s € S% such that s’ is reachable from s. Let Reach(P) denote the set
of reachable states of P.

As in the asynchronous case we define an input strategy as a predetermined way of choosing the input at any stage
of the game.

Definition 6.3. An input strategy for P is amap ! : Sp — AL.

Note We consider only memoryless strategies here, since they suffice for safety games. Also, we restrict to determin-
istic strategies — at every state there is exactly one choice of input action. This is in keeping with the deterministic
nature of synchronous hardware.

Given an input strategy 7/, only a subset of states in Reach(P) can be reached. Let Reach(P, 7!) C Sp, the states
reached under input strategy 7!, be defined inductively as follows:

e 5% C Reach(P,7!), and
e forall s € Reach(P,7!) and 0 € A9, 6p(s, 7! (s),0) € Reach(P,1).
The set Reach(P, p, 1) of states reached under 7/ starting from state p in P is defined in the obvious way.
The composition of two SIA is a partial operation, as two synchronous interfaces may not be compatible. We give
—
the precise definitions below. Two SIA P and @ with 1/O signatures [T ; O] and [? ; Q'] are composable if they

—
don’t share an output variable, i.e., 6 NO" =0.
To define composition, we first define the product of two synchronous interfaces, just as in the asynchronous case.
- = — =
In the definition below, we require that Iy N Og = () and O; N Iy = (). In the signatures of the composable SIA P and

Q, T is the list of shared input variables. The output variables Uof Pand V of @ appear as input variables of the
other automaton, as in Fig. 5.

Definition 6.4. Let P and @ be two composable SIA with I/O signatures [T, I—f, v ; ﬁ, O—{] and [T, I—2>, U ; V, (T;]
Thus AL = I x I; x V and AD = U x O; are the input and output alphabets of P, and A(IQ =1xI,xU

and Ag = V x Os the respective alphabets of (). Then the product P ® ) of SIA P and @) with I/O signature
[T>, I_f, i ; ﬁ, V, (71), (Té] is defined by the tuple (Spgq, S?D@Q, A§®Q, A53®Q, dpeQ) wWhere

° SP@Q:SPXSQ

° S%@Q:S%ngg

° A§3®Q:I><Il><12

o APy =U XV x 01 x Oy

e dpgo((p,q), (iyi1,12), (u,v,01,02)) is defined to be the pair (p’,¢") where p’ = dp(p, (i,41,v), (u,01)) and
q =dql(q, (i,i2,u), (v, 02)), when both are defined.

The block diagram for the product P ® @ is illustrated in Fig. 5. Note that the above definition and Fig. 5 describe
the most general situation. For instance, if P and () do not share any input signal then T is the empty tuple, so P has
signature [I—f7 v : ﬁ, O—{] and @ has signature [E, U ; V, O—é]

The transition function dpg has the following interpretation: when P ® () is in state (p, ¢) and there is a P-
transition from p that accepts (i, 41, v) as input and generates (u, 01) as output and a ()-transition from ¢ that accepts
(4,12, u) as input and generates (v, 02) as output, then there is a transition from (p, ¢) that accepts (i,41, ¢2) as input
and generates (u, v, 01, 02) as output.

Intuitively, a state (p, ¢) in the product P ® @ is locally compatible if the environment can provide a suitable input
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such that both P and @) can separately satisfy the input assumption of the other SIA in states p and ¢ respectively.
Otherwise the state is locally incompatible. We say that two SIA P and () are compatible, if there is a way to provide
inputs to P ® @ so that locally incompatible states are not reached.

Definition 6.5. Let P and () be two SIA with I/O signatures as above. The set of locally compatible states of P and
(@ consist of all pairs (p, ¢) € Sp x Sg such that the following two conditions are satisfied:

L . . .. 1,11,V . .
1. there exist ¢, 41,42, v for which there is a transition p — p’ in P, and for all such oy, u, p’, there exist o0g, ¢’
u, 01

. 1,92, U
withg — ¢ in Q;
02,0V

2. there exist 7,41, ¢2, u for which there is a transition ¢ 0—2{) ¢’ in ), and for all such os, v, ¢/, there exist o, p’
2,
. 1,11,V .
—
with p w0 p in P.
The set Incomp(P, Q) of locally incompatible states of P and @ is the set of states in P ® ) which are not locally
compatible.

Just as in the asynchronous case, we would like a benign environment to provide the right inputs to avoid hitting
the locally incompatible states. The states from which this is possible are called compatible.

Definition 6.6. Let P and @) be two composable SIA. A state (p, ¢) in P ® Q) is compatible if there is an input strategy
7! for P ® @Q, such that Reach(P ® Q, (p,q),!) does not contain a locally incompatible state of P ® Q. We write
Comp(P, Q) for the set of compatible states of P ® Q. Two SIA P and Q) are compatible if the sole initial state of
P ® @ is compatible.

Definition 6.7. The composition P || @ of two SIA is defined by restricting the product P® Q) to the set of compatible
states:

e Spjq = Comp(PQ);

. S?DHQ = S?D@Q N Comp(P,Q);

o Abjq = Abse:

* APjq = Abse:

e forall s € Comp(P,Q), i € AfDHQ(s), o€ .AIOD”Q(S), dpq(s,1,0) = 0pgq(s,i,0)if dpgq(s,i,0) € Comp(PQ),
and it is undefined otherwise.

The motivation for the above definitions are exactly the same as in the asynchronous case, and should not come
as a surprise. To summarise, P and () are considered compatible if there is some environment in which they can be
used together without violating each other’s input assumption. This is equivalent to saying that there is a winning input
strategy in the product P ® (). As pointed out earlier, the solution of such safety games is entirely classical.

Note The SIA model essentially defines Mealy automata, the novelty being in the definition of composition using the
game interpretation. It is well known that the synchronous composition of non-blocking Mealy automata may have
causality cycles — circular dependencies between input and output signals in the composed Mealy automaton. We
assume that all our SIA are statically typed, i.e., the dependencies between input and output signals are fixed. When
composing two SIA we require that the the combined dependency relation is acyclic. This condition can be enforced
syntactically and checked in linear time — see [dAHMOO] for details.

As in the asynchronous case, the game view of interfaces leads to alternating refinement [AHKV98] as the correct
notion of refinement. Informally, P < @ (P refines @) if all legal inputs of @) are also legal for P, and when P and @)
are fed the same legal input, () generates more output than P does. This definition ensures that whenever P < @, P
can safely be substituted for @) in any design without creating any incompatibility.

Definition 6.8. Let P and @) be two SIA with identical I/O signatures. An alternating simulation p from P to @) is a
relation p C Sp x Sg such that, for all (s,t) € p the following conditions are satisfied:

L. AL(t) C Ab(s);
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2. AB(s) C AG(1);
3. (0p(s,a),dq(t,a)) € pforalla € .Aé(t) x A9 (s),

Given two SIA P and @ with identical I/O signatures, we say P refines @, written P < @, if the following conditions
are satisfied:

1. A, C Ap;
2. A9 C AY;

3. there is an alternating simulation p from P to @, such that (s°,°) € p for some s° € S% and t° € Sg,.

7. Synthesis of Synchronous Interfaces

In this section we revisit the synthesis problem, in the context of SIA. We prove the synchronous analogue of The-
orems 3.3 and 3.4: the most general solution to P || R < @ exists iff P and Q* are compatible and is given by
R = (P || Q*+)*. Here P+ has the same interpretation as in the asynchronous case.

Note Throughout the section we assume that the list of output variables of () includes all the output variables of P
and the input variables of P that are not input variables of Q: AL C .A(I;, U Ag and AP C Ag. So any inputs to P
will be provided by an output from the environment of () or from R. In the latter case, such an input of P will be an
output of Q. We fix the I/O signatures of the various interfaces involved, once and for all:

P :[I,V; U,01]

Q: [I2,V; U,I,071,05]

: [I1,02; ), ;)2,21]_)
(P QHt : [U,V,13,01; I], 03]

Notice that Q and P ® (P || Q*)* have the same 1/O signature.

First we prove a result about compatibility that is used in Theorem 7.2 below. Here we make use of the fact that
if (p, (p', q)) is a reachable state in P ® (P || Q+)*, then it follows from the property of observable nondeterminism
thatp = p’.

Lemma 7.1. If P and Q* are compatible, then P and (P || Q+)* are compatible.

Proof. Suppose P and Q- are compatible, but P and (P || Q*)= are not compatible. This means that for all input
strategies 7/ in P ® (P || Q+)*, there exists a state (p, (p, q)) in Reach(P ® (P || Q)+, 1) such that (p, (p,q)) €
Incomp(P, (P || Q+)*). It follows from Definition 6.5 that at least one of the following cases must hold:

o . 1L,U . . .
1. For all i1, 49, v there exist u, o1, p’ such that p ﬁ p’ is in P, but there do not exist 09, ¢’ for which there is
» U1

u, v, i27 01
a transition (p, q) P (p',q') is in (P || Q*1)*. Now, since P and Q' are compatible, and (p, q) is a
1,02
u, ila 01,02
state in P || Q* by assumption, there exist i, v, 02,¢ such that g ; v; ¢’ is in Q*.But this implies
2,
iﬂz I e L U, U, 12, 01 VWA 1yl PRI
(p,q) 0.1 01 (',¢') isin P || Q—, and hence (p, q) i1 0 (p',¢') isin (P || @+)—, which is a con-
tradiction.
. . U”U’iQ’Ol .. AN 7;1,'[} .
2. For all u, v, is, 01 there exist i1, 02, p’, ¢’ such that (p, q) ; O* (p',q)isin (P || Q)~,butp o p’ is not
1,02 ;01
in P. This is clearly not possible by the definition of product of SIA.

O
Theorem 7.2. A solution Rto P || R < Q exists iff P and Q are compatible.
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Proof. (<=) Suppose P and Q* are compatible. By Lemma 7.1 so are P and (P || Q1)*. Take R = (P || Q*+)*.
We show that there exists an alternating simulation p between P || R and @ that relates their initial states. De-
fine the relation p = {((p, (p,9)),q) | (p,(p,q))isastatein P || R}. Since (s%,sy) is the initial state of R,

(s%, (5%, 50)) is the initial state of P || R, and hence ((s%, (s%,50)), s&) is in p. Now suppose, for the output side,

. . . i2’ v .
(u,i1,01,02) € A}O,”R((p, (p,q))), and there is a transition (p, (p, ¢)) " 7;1—0; 09 @, (®,q)) in P | R. It follows
) ) )
hat th : e i1,V /in P and U,’Uﬂ, o1 ' ') in (P 1yL S Zﬂ2 i
that there exist transitions p —— In £~ an . n . D0 .
P o, P e o, @)@ L:9) iy 0y @0)
. .o, . . J_ u’ 7:1’01’02 s .o, . . J_ 7:27/() /s . . .
is a transition in P || Q—. Hence ¢ 1—1; ¢’ is a transition in -, and thus ¢ u i—o> o, ¢ 18 a transition in
2 y 01,01, 02
Q and ((p', (p',4'),¢") € p by the assumption that (p’, (p’,¢’)) is a state in P || R. Likewise, for the input side,
7:2’1} /] . . . u’i1701702 /) . . . J_ . J_
suppose ¢ .~ ¢’ is a transition in Q. It follows that ¢ o ¢’ is a transition in Q. Since P and @)
U,11,01, 02 2,V

. . . . . iL,v .
are compatible by assumption and (p, ¢) is a state in P || R, there must be a transition p ﬁ p’ in P, and therefore
, U1

ig,v

there must be a transition (p, (p, q)) u i—o> o ', (,q))in P | R,and ((p', (p',4q")),q") € p by the definition of
y 01,01, 02

p.

(=) Suppose a solution to P || B < @ exists. Let p be an alternating simulation from P || R to @ such that
((s%,s%), sOQ) € p. We use R and p to construct a winning input strategy in P ® Q. It is easy to see that for states
(p,7)in P || Rand qin Q, if ((p,7),q) € p then (p, q) is locally compatible in P ® Q. The winning input strategy
7l (p,q) in P ® Q+ is given by an input move (i1, 02) such that there exist a state 7 and values v, u, 01, 03 satisfying

12,V 12,V
. I . o) —_— VA —_— PAN
((p,7),0) € p. (i2,0) € AG(q). (wyi1,01,00) € Apyg(pr). (Bir), ;0 (W7 and g, =0 (0 r):

otherwise, 7! (p, ¢) is arbitrary. To show that 7/ is winning, we prove by induction on the definition of Reach(P ®
Q™+, 7l) that Reach(P ® Q-+, 71) NIncomp(P, Q1) = 0. O

Theorem 7.3. When the condition stated in Theorem 7.2 is satisfied, the most general solution to P || R < @) exists
and is givenby R = (P || Q*+)*.

Proof. In the proof of Theorem 7.2 (If part) we have already shown that R = (P || Q)+ is a solution. Suppose
T is any solution to P || R < Q. We construct an alternating simulation v from T to (P || Q)= as follows. By
assumption, there exists an alternating simulation p from P || T to Q. Define v = {(¢, (p,q)) | ((p,t),q) € p}.
Clearly (5%, (s, 5%) € v, since (%, 53, 5%) € p. Now suppose (£, (p, 0)) € v i (9, £),4) € p, (1, 12, 01) €

0
I : o b ’U,_ig), o, EFTR b ’—i%’ or :
Alpgry: ((p,q)) and (i1, 02) € A7 (t). Lett 1.0 t’ be a transition in 7" and (p, q) i1, 00 (p',¢") atransi-
tion in (P || Q1)*. This implies that Y isin P and 2 "is in Q. Hence (p, t) 2 (p',t")
' P Puo P T iy, 00,00 ' P 01,00 P

isin P || T. Since ((p,t),q) € p by assun;ption, it follows that ((p’, ), ¢') € p,ie., (t',(0',¢)) ev. O

The complexity of computing (P || Q1)+ is again O(|P||Q|) using the standard iterative refinement technique as
in the asynchronous case.

8. Converter Synthesis

In this section we show how the SIA framework and the interface synthesis procedure described in Section 7 can be
used to synthesise a protocol converter for two IP blocks that have incompatible protocols of interaction. Our work is
inspired by Passerone et al. in [PAAHSV02], and should be seen as both a generalisation and a simplification of that
work.

Let P; and P; be the SIA describing two mismatched protocols, such as a sender using a handshake and a receiver
using a serial protocol, as in [PAAHSVO02]. We assume that P; and P» have disjoint alphabets. Just as in network
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Pipeline | Converter Handshake;

Protocol ‘ Protocol

Specification

Fig. 6. Block diagram of protocols, specification and converter

®

(Req!,Address!)

(Sel?,Read?,Addr?)

(Req!,Address!)
(Req!,Address!,Data?)

(Ack?) (Sel?,Read?,Addr?) (Enable?)
(Data?)
(Rdy?, (Rdy?,
SingleRead!) MultiRead!)
4 @ . (RData!)
(a) Pipeline (b) Handshake

Fig. 7. Two Mismatched Protocols

protocol conversion in Section 5, it is the responsibility of the designer to specify the exact relationship between the
two, through another SIA S, the specification. To summarise, the specification S expresses the causal relationships
between the actions of P, and P». In addition, the specification S captures the capabilities of the converter in terms of
storage and retransmission capabilities. See the example below and [PAAHSV02] for more details.

We think of the specification as accepting inputs from the two protocols as well as the converter, as shown in
Fig. 6. This is in contrast to the network protocol conversion discussed in Section 5, where we took the dual ‘output’
view. Intuitively, the goal of the converter is to meet the specification, while satisfying the input assumptions of the
two protocols. Moreover, the converter can control only the inputs to the protocols and not their outputs. The converter
can then be obtained by using our interface synthesis procedure as in Section 5. Let P = P; || P, be the parallel
composition of the two mismatched protocols, which is well formed, since we assume that the input and output
actions of P; and P, are disjoint. Then a converter C, if it exists, is the (most general) solution for C' to the interface
synthesis problem instance P || C' < S+, where S is the specification. The meaning of this relation is that P || C'is a
safe environment for .S, that is, the composite P || C of protocols plus converter will not give rise to an incompatibility
when combined with S.

We illustrate the converter synthesis problem for IP blocks via an example adapted from [DRS04a]. We adopt
the following convention in drawing synchronous interfaces for IP blocks. When only boolean valued signals are
involved, as is the case in this example, values not mentioned in a transition are don’t cares (either low or high).
Sometimes we indicate a don’t care explicitly by a signal T. Fig. 7 illustrates the synchronous interfaces for two
mismatched protocols. Fig. 7(a) is a protocol called Pipeline, with input variables [Ack, Rdy, Data] and output variables
[Req, Address, SingleRead, MultiRead], that requests data from specified addresses in memory. When the protocol
wants to read some data it raises the line Req! to high, and places the value of the memory address on Address!,
and waits for an acknowledgement Ack ? in the following clock cycle. In this simplified example, we ignore all data
values such as addresses, and consider only boolean control values. In the next clock cycle the protocol checks that
the signal Rdy ? is high. If a single read is desired the protocol reads the input Data? and completes the transaction.
If a sequence of reads is to be performed, the protocol pipelines the address phase of the next transfer with the current
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(Address?,Addr?) (RData?,Data?)
(T,1) (T,1)

(Address?,T) (T,Addr?) I (RData?,T) (T,Data?)

(1) (1)
O O

(Address?,Addr?) (RData?,Data?)
(T,T) (T,T)

Fig. 8. Specification of Converter
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0 1
(Req?,Address?,
(Data!) (Ack!,Enable!) Sel!,Read!,Data!,
Addr!)
) o) :
(Rdy!,SingleRead?  (Rdy!,MultiRead?
RData?) RData?)

Fig. 9. Converter for the two protocols

data phase. The protocol stops in state 5 after completing a finite sequence of transfers until it is ready to begin a
fresh read request. Note that in state 2, the same input Rdy? can lead to two distinct states, but the output values
associated with the transitions are distinct — SingleRead! in one, and Mult iRead! in the other, so the observable
nondeterminism property is satisfied.

Fig. 7(b) is an interface, with input variables [Sel, Read, Addr, Enable] and output variable [RData], that performs
reads from memory addresses, but it uses a handshake protocol. When it is selected for a read transfer by raising its
input lines Sel? and Read?, it reads the address from Addr ?. If the signal Enable? is high in the next clock cycle,
it writes the data on the output line RData!, and is ready to handle a new read request, while waiting in state 3. The
protocols in Fig. 7 are mismatched and will not work properly unless there is a converter which mediates between the
two.

Now, we need to specify what the converter is allowed and not allowed to do. We require that the system as a whole
(the two protocols along with the converter) satisfies the interface described by Fig. 8. This specification interface is
obtained as the parallel composition of two interfaces. The one on the left specifies that the converter can send a Addr !
signal to Handshake only after receiving a corresponding Address ? signal from Pipeline. The signal cannot be sent
speculatively, but can be stored in memory and sent at a later instant. Similarly the interface on the right specifies
that the converter can send a Data! to Pipeline, only after a corresponding RData? signal has been received from
Handshake. Note that every action in Fig. 8 is of type input, in conformance with Fig. 6.

The correct converter for the two protocols, as synthesised by our method, is shown is Fig. 9. Our solution to the
synthesis problem is identical to the one in [PAAHSVO02] for the special cases considered there for a pair of protocols,
one of which is the sender, and the other the receiver. Our solution is more generals, as it applies to Mealy machines
with both inputs and outputs. In addition, our closed form solution is more algebraic and hides the details of the game
solution involved in the composition of synchronous interfaces.
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9. Conclusion and Future Work

We have presented the synthesis problem and its solution for both asynchronous and synchronous interface automata,
a game based formalism for reasoning about composition and refinement of components. It is aesthetically pleasing
that the solutions for the asynchronous and synchronous versions have the same form R = (P || Q1)*. We have
already noted the formal resemblance of our solution to solutions to the submodule construction problem in [vB02],
the language equation problem in [YVB101, YVB™02] , and the rectification problem in [BDWM93].

Recently, agent algebras [BPSV03, Pas04] have been proposed as a general framework for modelling a wide
variety of concurrent systems. They are intended as a model for reasoning about compositionality and refinement
of concurrent systems, and are an extension of Dill’s trace theory [Dil89]. An agent algebra is an abstract algebraic
structure with three operations — parallel composition, projection and renaming — which must satisfy certain axioms.
The domain of the algebra is intended to represent a set of processes or agents. New agent algebras can be built from
old ones by using the familiar constructions of direct product, direct sum and subalgebra. Agent algebras may be
equipped with a preorder on the agents that represents the refinement relation. To support compositional proofs of
refinement, agent algebras must satisfy a monotonicity of each operation with respect to the refinement order. The
refinement preorder can often be characterised as a conformance relation, a relation that holds between two agents
when one can be substituted for another in all possible contexts. Our synthesis problem appears in the context of agent
algebras as the “problem of synthesising a local specification subject to a context”. The works cited above provides
sufficient conditions for characterising all controllers that satisfy a specification when composed with a plant. These
conditions resemble our Theorems 3.3, 3.4, 7.2 and 7.3 Based on this, it appears that both our asynchronous and
synchronous interface automata are interesting instances of agent algebras.

As future work, we would like to relax some restrictions we have put on the synchronous interface model, such as
the requirement of observable nondeterminism. Weaker notions of determinism, such as weak determinism [DRS04b]
could be investigated. Other possibilities would be to include the effect of hiding internal signals and including fairness
specifications to both asynchronous and synchronous interfaces. An important advance would be to include asynchrony
and synchrony within the same framework for modelling SoC designs, as the complexity of today’s circuits requires
locally clocked components that communicate via asynchronous signals. The work on agent algebras related to se-
mantic foundations for heterogeneous systems (see [Pas04]) has a similar goal, and it will be interesting to investigate
the connections between the two.
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